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Introduction

Breast cancer is a common and serious health concern on a worldwide 
scale (1). Statistics show that it is the most commonly diagnosed cancer 
among women, with millions of cases recorded each year (2). In 2020, 
almost 2.3 million new instances of breast cancer were reported, with 
685,000 deaths (1). Breast cancer is expected to cause more than 3 
million new cases and 1 million deaths per year by 2040 (1). It follows 

that it is essential to address the broad effects of breast cancer and to 
reduce breast cancer-related death rates (3).

Survival is defined as the duration of time a patient survives after the 
disease is diagnosed. Breast cancer is a complex disease with varying 
survival rates across individuals, despite gradual improvements in 
recent years (4). Predicting breast cancer survival effectively may 
help healthcare providers make better decisions regarding medical 
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ABSTRACT

Objective: Over the recent years, machine learning (ML) models have been increasingly used in predicting breast cancer survival because of improvements 
in ML algorithms. However, cancer researchers still face a significant challenge in accurately predicting breast cancer patients’ survival rates. The purpose 
was to predict breast cancer survival using a Bayesian network.

Materials and Methods: This retrospective study included 2,995 patients diagnosed with breast cancer and subsequently hospitalized between January 
1, 2012, and December 30, 2024. SPSS Modeler version 18.0 was used to build prediction models. The data were randomly split into a training set (2,097 
cases, 70%) and a test set (898 cases, 30%) for developing the Bayesian network model and predicting the overall survival of patients diagnosed with breast 
cancer. The model included demographic variables (age, marital status, and governorate), laboratory/clinical variables (hemoglobin level, white blood cell 
count, presence of hypertension, and diabetes mellitus) and the outcome variable, patient survival status (binary value: survived/died). The discriminative 
ability of models was evaluated by accuracy and the area under the curve (AUC) in terms of superior predictive performance for breast cancer outcomes.

Results: The Bayesian model exhibited the best discriminatory performance among the nine models, with an AUC of 0.859 and the highest accuracy of 
96.661%. In the context of feature importance, white blood cell value at the time of diagnosis was the most important feature for predicting the survival of 
breast cancer. Patients who had below-normal hemoglobin and above-normal white blood count values had a higher death probability than patients who 
had normal white blood count and hemoglobin values. The presence of hypertension and diabetes mellitus in patients with breast cancer led to a reduced 
survival probability.

Conclusion: The Bayesian model outperformed the other models in predicting the survival probability of breast cancer. Routine laboratory testing and 
demographic data can be included in a ML model to predict breast cancer survival. Accurate prediction of breast cancer survival is vital for clinical decision-
making.
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treatment intervention planning, preventing excessive therapy, and 
so develop the optimal clinical management (5). However, accurate 
survival prediction is also important for further research. The outcome 
variable of the present study was the prediction of survival at the time 
of data collection (6, 7).

Breast cancer is considered a multifactorial disease. Research 
has identified several etiological risk factors that will change a 
woman’s likelihood of getting breast cancer, such as lifestyle, social-
psychological factors, genetic factors, and environmental factors (8). 
Thus, the effective prediction of breast cancer risk should include 
these different factors, including demographics, such as age and 
gender (9). Age increases the likelihood of developing breast cancer. 
The most common age group for developing breast cancer are women 
aged between 50 and 69 years (10). Furthermore, women are more 
vulnerable than men to develop breast cancer, because of exposure to 
estrogen and progesterone (11).

Clinical biomarkers such as white blood count (WBC), and 
hemoglobin (Hb) concentration are important in breast cancer, as high 
WBC and low Hb concentrations are associated with breast cancer 
(12). The presence of comorbidities, such as hypertension (HTN) 
and diabetes mellitus (DM) are also associated with worse outcomes 
in breast cancer (13, 14). Petrelli et al. (13) reported that HTN is 
characterized was associated with an increase in the probability of death 
among patients with breast cancer. Furthermore, DM, which is also a 
globally prevalent disease, is positively associated with  breast  cancer 
(15). DM has been associated with a higher incidence and a lower 
survival rate in breast cancer (16). Therefore, the presence of HTN 
and DM should be included in models that are attempting to predict 
breast cancer survival.

Machine learning (ML) models can play a significant role in 
predicting breast cancer. ML has numerous benefits, including 
survival prediction, earlier detection, and enhanced model accuracy. 
Furthermore, ML models can examine numerous risk variables, 
including genetics, lifestyle, and medical history, resulting in 
individualized risk estimations for patients with breast cancer (9). A 
Bayesian model is a type of ML algorithm, which includes a more 
advanced and sophisticated approach for parameter adjustment. The 
algorithm creates a probabilistic model that maps parameter values to 
the objective and evaluates it using a validation set (17, 18). Using this 
model, the algorithm selects the most promising parameters to assess 
in the objective function. This method is more efficient than grid 
and random search, particularly in high-dimensional parameter fields 
(17, 18). A Bayesian model has the potential to learn data models 
automatically, without any implicit assumptions, and it is able to 
handle multiple and non-linear relationships between variables (18).

Investigating breast cancer survival rates is one method for identifying 
risk factors for mortality and will thus address a major public health 
issue. The aim of this study was to predict breast cancer survival using 
a Bayesian network ML algorithm. The findings of the present study 
could be used to raise public awareness of the factors that contribute 
to breast cancer deaths. Furthermore, the results may be shared with 
the Jordanian Ministry of Health to help policymakers enhance public 
awareness about the factors that increase the risk of breast cancer-
related death, which may allow disease avoidance, in some cases, and 
earlier detection and more successful, appropriate treatment once 
detected in future cases of breast cancer in Jordan.

Materials and Methods 

This retrospective study was approved at Jordan University 
Hospital Ethics Committee (IRB approval no: 10/2024/1503, 
date: 16.01.2024). The obtained health records were from between 
January 1, 2012, and December 30, 2024. The complexity of the 
organizational processes and the electronic health system necessitated 
a four-month extraction period. The inclusion criteria specified that 
the patients should be female, with breast cancer, and aged above 18 
years. We excluded patients with any cancer other than breast cancer.

An earlier retrospective study attempted to predict breast cancer 
using machine-learning approaches by applying demographic, 
mammographic, and laboratory data. It found that the random forest 
model resulted in an accuracy of 80% and an area under the curve 
(AUC) of 0.56, while a gradient boosting trees model showed an AUC 
of 0.59, a stronger performance compared to the neural network (9).

The dataset for the present study contained 2,995 records and eight 
variables. The initial variables that were requested included the stage 
of breast cancer, age, Hb concentration and WBC at the time of 
diagnosis, governorate, marital status, family history of cancer, patient 
outcome (survival versus death), presence of HTN, and DM at the 
time of diagnosis. However, the data concerning family history, the 
stage, and grade of breast cancer were excluded because they were not 
available in the electronic health records.

Before the study initiated, the institutional ethics committee 
authorized the procedure. The study was conducted retrospectively, 
hence, informed consent was waived. The patients’ information was 
managed in confidence. Each record was given an anonymized ID, 
allowing for the secure unidentifiable processing of patient data. The 
retrieved data were saved to a password-protected file on a secure 
computer in the researcher’s office. The study data were only available 
to the researchers. There was no funding for this study.

Statistical Analysis

Data Preparation

To build the Bayesian model, the following steps were performed as 
data preparation: Checking for missing data, cleaning, and removing 
duplicated and inconsistent data. All laboratory data were standardized 
using one international unit for analysis. All data were originally stored 
on an Excel sheet and exported to SPSS. Then the files were merged 
into one data sheet by matching the cases with the ID numbers. 
Descriptive statistics were conducted using Statistical Package for 
Social Sciences, version 29.1 (19).

Preprocess of Missing Data

Since the data were created and collected in a real medical setting, 
there were several observations with missing features. We excluded 
features with too many missing values to lessen the influence of missing 
variables on the training process for prediction models, such as family 
history, smoking, and the stage and grade of breast cancer (Table 1). 

Data Mining 

To apply the data mining step, SPSS Modeler version 18.0 was used 
(20) to generate multiple predictive models based on the available data. 
The database records were split 70/30% for training the network and 
testing data, respectively. Training data are used to develop a predictive 
model, whereas the testing data are used to evaluate the model’s 
performance (21). The primary criteria for selecting the most effective 



257

Bani Mohammad and Ahmad. Bayesian Model for Breast Cancer Survival Prediction 

AI model are the overall accuracy and AUC (22). The accuracy is the 
percentage of all the used datasets that are properly predicted out of 
all the instances (23). The AUC represents the performance metrics 
that determine the predictive ability of ML models and it measures the 
overall performance of the model (24). Furthermore, the AUC assesses 
a model’s discriminative ability by comparing projected probabilities 
to actual binary survival status and estimating the probability of death 
for censored data at a particular point (25). The AUC ranges from 0 to 
1, and a value of 0.5 is comparable to random guessing, and a value of 
1 represents perfect discrimination (25). The best model was selected 
using an iterative approach to select the superior model for accurate 
breast cancer mortality prediction. The Bayesian network was the most 
effective of the nine models in our study and achieved highest overall 
accuracy score (96.661%) and a greater discriminatory measure, AUC 
score (0.859).

A Bayesian network model is a probabilistic graphical model that 
illustrates variables and their interactions using an acyclic graph with a 
directed structure (26). Gashu and Aguade (27) demonstrated that the 
Bayesian network model is especially valuable in medical applications, 
like predicting the survival time of breast cancer, because a Bayesian 
network can model intricate correlations between risk variables and 
symptoms while successfully incorporating uncertainty and prior 
information. Furthermore, this model has edges that reflect the 
conditional probability and nodes that represent random variables for 
the related factors (26). In addition, a Bayesian network was chosen 
as it was likely to achieve the highest performance, the likelihood of 
survival versus death is estimated using only the available variables, 
successfully resolving the difficulty of risk assessment with partial 
knowledge, and their conditional likelihood correlations (18).

A Bayesian network model uses a probabilistic framework to generate 
predictions and interpret outcomes in terms of probabilities and uses 
expert knowledge to determine the conditional independence of 
predictors. Furthermore, they provide an intuitive visual representation 
of the correlations between survival and mortality parameters (28). As 
the model is based on available variables from daily clinical practice, it 

can be used as a predictive tool for particular breast cancer patients and 
for assisting doctors in the decision-making process (27).

Results 

A total of 2,995 patients diagnosed with breast cancer were included 
(Figure 1). Age groups were categorized as young adults (19–45 years, 
24.6%) and older adults (46–99 years, 75.4%). Most of the patients 
were married (73.3%). Furthermore, laboratory assessments included 
Hb concentration and WBC count. Below-normal Hb and above-
normal WBC levels were observed in 28.0% and 45.2% of patients, 
respectively. Approximately 15% of the patients had a recorded history 
of HTN and 19% of the patients had DM. Geographically, 94.4% 
were from Middle Governorates, followed by North (3.1%) and South 
Governorates (2.5%). During the 12-year follow-up period from the 
start of EHR data storage in 2012 through the end of 2024, 96.6% 
of patients belonged to the survived category. Comparison of the 
study sample based on survive (n = 2.892) versus dead (n = 103) are 
presented in Table 2. The comparison revealed statistically significant 
differences in survival based on marital status, Hb levels, WBC counts, 
HTN, and DM (p<0.01), with lower survival rates associated with 
being married, having below-normal Hb, high white blood cell counts, 
and having diabetes.

Figure 2 illustrates Kaplan-Meier survival plots, depicting hazard 
functions for key variables. Low Hb and high WBC levels, as well 
as the presence of HTN, and DM, were associated with an increased 
cumulative hazard compared to normal levels or the absence of these 
conditions, suggesting a poorer prognosis. Marital status also showed 
differences, with potentially distinct hazard functions depending on 
whether patients were single, married, or divorced.

Structure of the Study Model 

Among the nine generated models, the Bayesian network was the most 
effective of the nine models in our study, achieving the highest overall 

Table 1. Proportion of missing data for initial variables 

selected for inclusion

Variable Missing (%) 

Age 0 (0.0%)

Family history 2.995 (100%)

Smoking 2.993 (100%)

WBC count 0 (0.0%)

Hb concentration 0 (0.0%)

Governorates 0 (0.0%)

Breast cancer stage 2.995 (100%)

Breast cancer grade 2.995 (100%)

Marital status 0 (0.0%)

DM 0 (0.0%)

HTN 0 (0.0%)

Hb: Hemoglobin; WBC: White blood cell; DM: Diabetes mellitus;  
HTN: Hypertension

Figure 1. Patient flow chart
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accuracy score (96.661%) and the highest AUC score (0.859) (Table 
3). This was followed by logistic regression (96.594%, AUC = 0.848), 
CHAID model (96.561, AUC = 0.826), neural network model 
(96.561, AUC = 0.688). Then, the C5 model, the Quest model, 
and the C&R Tree model had the same performance (96.561, AUC 
= 0.5). Followed by the decision list model (63.940, AUC= 0.788). 
The discriminant model (55.426, AUC = 0.532) had the lowest 
performance. 

This study created a Bayesian network for binary classification to 
distinguish between patients who died and those who survived. The 
patient outcome node (survival versus death) in the graph represented 
a random variable, with 0 representing death and 1 representing 
survival. This encoding allowed for the discovery of probabilistic 
correlations between discrete variables, which made it easier to analyze 
linkages within the dataset. The Bayesian network model consisted of 
eight nodes, including the parent node. It comprised 13 edges, which 
indicate the factors that govern the interactions between these nodes 
(Figure 3). Every node in the network represents a random variable of 
interest. For the outcome (survival versus death) prediction of breast 
cancer, the predictor variables were age, marital status, governorate, 
Hb, WBC, HTN, and DM values. The parent node has direct edges 
that go to one or more child nodes (26). Directed edges between nodes 
reflect the probability link among the variables in the network (28).

Evaluation of Feature Importance

The Bayesian network found seven important predictors for survival 
outcome in breast cancer. The importance of WBC was 0.19, which 
was the most important predictor in our model, followed by DM and 
age predictors’ importance (both 0.16), marital status (0.14), low Hb 
(0.13), presence of HTN (0.12), while the governorates predictor’s 
importance was lowest at (0.10) (Figure 4).

Table 4 presents the conditional probabilities of survival versus death 
based on the Bayesian network model’s analysis of key predictor 
variables. This table illustrates how the interplay of demographic 
factors (age, marital status, and governorate), laboratory/clinical 
variables (HB, WBC count, HTN and DM) influenced patient 
survival probabilities. For patients who had below-normal Hb and 
above normal WBC values, the conditional probability of death 
was 53%, while for patients who had normal WBC and Hb values, 
it was 0.17%. Survival probabilities are higher among individuals 
with normal WBC and Hb values (0.79%). Furthermore, survival 
probabilities among patients without DM and who had a normal 
WBC value (0.58%) were slightly higher than those of patients with 
an above normal WBC value and DM (0.51%). Survival probabilities 
among old patients who live in Middle Governorates (0.95%) were 
lower than among patients who live in South Governorates (0.02%). 

Table 2. Comparison of the study sample based on survival (n = 2.892) versus death (n = 103)

Characteristics Dead n (%) Survive n (%) Chi-square

Age group

  Young adult (19–45) 24 (23.3) 712 (24.6)
0.093

  Old adult (46–99) 79 (76.7) 2.180 (75.4)

Marital status

  Single 7 (6.8) 362 (12.5)

8.694**  Married 72 (69.9) 2.123 (73.4)

  Divorced                           24 (23.3) 407 (14.1)

Hb

  Normal (12–15 g/dL for female) 45 (43.7) 2.110 (73.0)
42.225**

  Below normal 58 (56.3) 782 (27.0)

WBC

  Normal (WBC 4–11x103/microliter) 12 (11.7) 1.629 (56.3) 
80.146**

  Above normal (>11x103/microliter) 91 (88.3) 1.263 (43.7)

HTN

  Yes 3 (2.9) 442 (15.3)
12.032**

  No 100 (97.1) 2.450 (84.7)

DM

  Yes 3 (2.9) 554 (19.2)
17.335**

  No 100 (97.1) 2.338 (80.8)

Governorates 

  North 2 (1.9) 91 (3.1)

0.618  Middle 99 (96.1) 2.729 (94.4)

  South  2 (1.9) 74 (2.5)

Hb: Hemoglobin; RBC: Red blood cell; WBC: White blood cell; DM: Diabetes mellitus; HTN: Hypertension;

**p<0.01
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The older adults who live in Middle Governorates had the highest 
probability of death (0.96%), while older adults residing in the South 
Governorates demonstrated the lowest recorded probability of death, 
at just 0.01%. Survival probabilities among married young adults 

(0.26%) were lower than that among single patients (0.40%). In 
addition, the survival probability among old-age patients who had 
HTN (0.17%) was lower than among young adults who did not have 
HTN (0.90%). However, the survival probabilities among young 

Figure 2. Kaplan-Meier survival plots and Hazard ratios

Figure 3. The structure of Bayesian network model

Table 3. The nine generated models in the study

Model Overall 
accuracy (%)

Area under 
curve

Bayesian network 96.661 0.859

Logistic regression 96.594 0.848

CHAID 96.561 0.826

Neural net 96.561 0.688

C5 96.561 0.5

Quest 96.561 0.5

C&R tree 96.561 0.5

Decision list 63.940 0.788

Discriminant 55.426 0.532
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adult (0.24%) and older adult (0.17%) with DM had a lower survival 
probability compared to those young adults (0.76%) and older adult 
(0.83%) who did not have DM.

Discussion and Conclusion

This study investigated the connection between demographic 
characteristics, laboratory tests and presence of two key comorbidities, 
with the outcome (death or survival) via Bayesian network model 
in adult women diagnosed with breast cancer in Jordan over a 12-
year period.  Breast cancer incidence has increased over the past 30 
years, while the death rate has decreased (9). The remarkably high 
survival rate in our 2012–2024 study cohort (96.6%) likely reflects 
a combination of factors: Increased breast cancer awareness leading to 
earlier detection through proactive screening programs; advancements 
in targeted therapies, chemotherapy, and surgical techniques; and 
limitations in data including exclusion of family history or cancer grade. 
The EHR data is a limitation, it does not account for socioeconomic 

variables. Further investigation into the relative contributions of these 
elements is important in improving future outcomes for the Jordanian 
population.

Currently, ML is one of the most popular methods to create prediction 
models (29). It has been widely employed in medical science to assist 
healthcare providers with prognosis analysis. To analyze massive 
amounts of data, ML is important to create prediction models for 
predicting risk factors and can deal with real-world uncertainties and 
even missing data in training and test data sets. Using ML algorithms 
to analyze data can improve patient outcomes, specify needs, and 
improve quality of life (29, 30).

In this paper, a Bayesian network was used to predict survival versus 
death of adult female patients with breast cancer, based on a number 
of factors. Many researchers have assessed the usefulness of ML 
algorithms in predicting the risk of cancer, but few of them used a 
Bayesian network model to predict survival in breast cancer (31-36). 
The Bayesian network is a robust tool for predicting breast cancer 
survival. Its ability to integrate prior data makes it highly beneficial for 
medical decision support systems (34). Moreover, a Bayesian model is 
a type of probabilistic graphical model that predicts information about 
an uncertain area (27). In this paper, we predicted the survival of breast 
cancer using a Bayesian model. When comparing the performance of 
the Bayesian model to other models that are used for predicting the 
survival of breast cancer, the Bayesian model had the best performance. 
The results in this study were similar to those reported by some 
previous studies. For example, the Bayesian network model achieved 
the highest AUC value of 0.935 and a prediction accuracy of 87.2% 
for predicting breast cancer prognosis (32). Furthermore, previous 
research used the XGBoost method to predict breast cancer survival 
with a sample size of 4,575 patients (37). The results showed that the 
XGBoost model achieved a performance with an AUC of 0.8385. The 
possible reason for Bayesian model achieving better performance may 
be that Bayesian model is able to detect and account for higher-order 
interactions and non-linear relationships. However, the findings of this 
study provide insight into the efficacy of ML algorithms for predicting 

Figure 4. Predictors’ importance for the outcome of breast cancer

Table 4. The Bayesian networks model’s determination of the probabilities of survival versus death and predictors

Parents nodes Conditional 
probability of HTN

Conditional 
probability of DM

Conditional probabilities of 
governorate 

Conditional probabilities of 
marital status

Dead or survive/age Yes No Yes No North    Middle South Single Married  Divorced

Survive/young adult 0.10 0.90 0.24 0.76  0.05      0.91  0.04 0.40 0.26       0.03

Death/young adult 0.04 0.96 0.04 0.96                      0.00      0.96  0.04 0.00 0.33       0.00

Survive/old adult 0.17 0.83 0.17 0.83  0.03      0.95        0.02 0.60 0.74       0.97

Death/old adult 0.03 0.97 0.03 0.97 0.03      0.96  0.01 1.00 0.67       1.00

Conditional probability 

of DM
Conditional 
probability of Hb

Dead or survive/WBC Yes No Normal 
Below 
normal

Survive/normal 0.49 0.58 0.79    0.21

Death/normal 0.33 0.11 0.17    0.83

Survive/above normal 0.51 0.42 0.65    0.35

Death/above normal 0.67 0.89 0.47    0.53

Hb: Hemoglobin; RBC: Red blood cell; WBC: White blood cell; HTN: Hypertension; DM: Diabetes mellitus
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survival probabilities among patients with breast cancer. The study’s 
model illustrated the relationships between the outcome variable 
(survived or died) and the seven predictors. A Bayesian network model 
has several advantages over traditional survival models, including the 
elimination of the proportional hazard assumption, the imputation 
of missing data throughout the modeling process, and the ease with 
which results can be interpreted using graphical representations of 
variable interactions (31). 

A growing number of studies using ML have been conducted on breast 
cancer diagnosis (5, 38). Furthermore, while the number of survival 
predictions grows gradually, the database set, modeling procedure, 
performance measures, methodological quality, and modeling of 
associated predictors vary significantly (5). Previous studies, that 
predicted breast cancer survivability using ML, identified predictors 
such as patient demographics, medical history, treatment information, 
and clinicopathological features of malignancies at various stages (36, 
39-41).

Regarding factors influencing the survival of breast cancer, researchers 
have found many factors associated with breast cancer prognosis and 
survival. The most commonly used predictors are age, marital status, 
gender, laboratory tests, race, disease stage, grade, tumor size, number 
of nodes, histology, and primary site code, which have been entered 
into many predictive models as predictors (5, 31). Identifying the most 
significant predictors of survival in breast cancer can help healthcare 
providers in selecting effective treatment options and reducing data 
collection and treatment costs (5, 42). In the present study, there were 
seven important predictors of outcome in breast cancer, including 
WBC count, presence of DM, age, marital status, Hb value, presence 
of HTN, and governorate of residence. However, an earlier study 
found that the interpretation and identification of the important 
predictors was a key problem, and it was difficult to determine which 
variables had the greatest influence on survival (43).

Multiple studies have demonstrated that the age of patients with breast 
cancer is a significant factor in predicting their survival probability. In 
previous research, the age of patients has been considered a significant 
predictor for cancer among patients who have survived for more than 
10 years (44). Moreover, researchers observed a significant relationship 
between age and the survival probability of patients experiencing 
cancer. In the present study, most of the patients were older adults. A 
previous study found that the age at the time of diagnosis of women 
with breast cancer was most commonly between 48 and 52 years old 
(45). However, Courtney and his colleagues only observed survival 
probability among patients aged 65 years and older (46). The 
evaluation of mortality among different ages that are vulnerable to 
breast cancer appears essential. In our study, patients’ outcomes were 
predicted among young and older adults.

Laboratory tests can be used to help predict the survival and death 
probability of breast cancer (12). The most important predictor 
for determining the survival of breast cancer patients in the present 
study was WBC count. Below normal Hb and high WBC levels are 
considered as important predictors for low survival probability among 
patients with breast cancer. A recent study found that the overall mean 
difference for WBC between normal individuals and breast cancer 
patients was 8.554 (7.724) with a p = 0.001. Similarly, for Hb value in 
a breast cancer patient, the overall mean difference was 11.95 (12.19) 
compared to normal with a p<0.05 (12).

Other characteristics that have been investigated in patients include 
HTN or DM. Our results as shown in Table 4 indicated a lower 
survival probability among older patients with HTN. Several 
observational studies have established the relation between HTN in 
older women and breast cancer (13, 14). When analyzed according to 
cancer diagnosis, breast cancer was associated with increased mortality 
in patients with HTN (13, 47). Furthermore, the prevalence of HTN 
and breast cancer among women rises with age and could be caused 
by postmenopausal estrogen withdrawal (48, 49). In the present study, 
most of the patients had DM, while about 8.3% of patients with breast 
cancer had DM (50). Given that the existing DM with a breast cancer 
diagnosis was connected with decreased survival rates (51).

The marital status of the patients is fourth factor that influences patient 
survival and mortality rates. This study demonstrated that the marital 
status of patients exerts a notable impact on the survival outcomes of 
individuals. The survival probability was higher among young patients 
who were single than among those who were married. Conversely, the 
survival probability was slightly higher among older adults who were 
married than those who were unmarried. However, unmarried patients 
have been reported to have a worse overall survival (52). Other studies 
have also reported this association; married patients with breast cancer 
had a better survival rate than unmarried patients (53). Zhai and his 
colleague indicated that the mortality rate for unmarried patients was 
24% higher than for married patients (54). The observed disparity in 
survival between married and unmarried patients may be influenced 
by the relatively small number of deceased patients in our sample. 
This limitation stems from the nature of the EHR used, which may 
not fully capture the range of survival outcomes within the studied 
population, nor allow for analysis of socioeconomic considerations 
which might influence these outcomes.

In the present study, the death probability was high in middle 
governorates (0.96), such as Amman, which is consistent with a 
Jordanian study showing that Amman, the capital of Jordan, had the 
highest incidence rates of breast cancer (45).

The Bayesian network provides a significant description of the 
correlations and effects of a number of variables on patient outcomes 
(55). Furthermore, the graphical presentation of Bayesian networks 
makes it easier to understand and communicate variable interactions 
than more sophisticated ML models. One of our study’s strengths was 
that the Bayesian network can handle complex relationships efficiently, 
such as those having an effect in medical data. As leading tools in 
health informatics, ML has significant promise for use in normal 
healthcare. This study was especially unique in that it examined all 
patients with breast cancer, including young adults, rather than only 
the elderly. A Bayesian network model can overcome the issues of 
missing data in predicting patients’ outcomes while retaining high 
accuracy in prediction. Furthermore, it was used in the study to 
analyze a big dataset.

While our study achieved robust performance using demographic and 
laboratory variables, we recognize that key prognostic factors, such as 
tumor stage, family history, and treatment details, were unavailable 
due to constraints in the electronic health records. These omissions 
may limit direct comparability to models incorporating full clinical 
staging data. However, our findings align with evidence that routine 
variables, such as WBC count and the presence of comorbidities at 
diagnosis are independently prognostic (12, 13), supporting their 
utility in settings where detailed pathological data are inaccessible.
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Study Limitations

Our research has a few drawbacks. While it was intended to include 
critical characteristics relevant to predicting patient outcomes, such as 
breast cancer stage, grade, family history of cancer, and medical imaging, 
these were excluded due to their unavailability and high missing values 
in the electronic healthcare system. While the ideal dataset would 
include comprehensive data on tumor stage and grade, these variables 
were inconsistently documented within the available electronic health 
records in our study. Faced with this limitation, we focused on the 
most consistently available clinical and demographic variables to 
develop a predictive model based on real-world data, acknowledging 
that its performance is conditional on these constraints. Thus, the 
model’s predictions are conditional on the available data and should 
be interpreted alongside standard clinical staging. In this study, a single 
70–30 data split was used due to initial computational limitations, 
acknowledging this method’s potential limitations compared to 
techniques like k-fold cross-validation. However, we mitigated bias 
through randomization and careful overfitting analysis, with plans 
to implement more robust validation methods in future research for 
improved model generalizability assessment. Furthermore, while our 
model does not replace comprehensive clinical staging, it demonstrates 
that readily available data can still offer valuable prognostic insights, 
particularly in settings with incomplete records.

Recommendations

Promoting awareness and global collaboration among medical 
professionals and researchers is essential in treating breast cancer. To 
fight breast cancer and reduce its impact on individuals and society 
globally, a comprehensive approach combining ML modeling of big 
data, research ideally including large inclusive prospective randomized 
trials, and accessible healthcare services is necessary. Future research 
should focus on finding additional risk factors, improving prediction 
approaches, and developing targeted treatment to reduce mortality 
associated with breast cancer. The level of anxiety and depression 
factors should be considered in the prediction. However, there is still 
tremendous room for improvement and development of ML modeling 
in breast cancer. Prospective research is recommended to verify the use 
of the Bayesian network in future research.

Implications for Practice

The Bayesian network can be used by healthcare providers to assess 
survival versus death probabilities and to guide hospital-based breast 
cancer treatment decisions, promoting tailored treatment options 
based on routine demographic and laboratory data. The Bayesian 
network identified the most influential determinants of breast cancer 
survival, including age, Hb concentration, WBC count at diagnosis, 
governorate of residence and the presence of important comorbidities, 
like HTN, and DM. This improved model interpretability and 
demonstrated its practical value. Furthermore, practice implications 
include using predictive models to deliver precise risk predictions, 
improve information systems, facilitate clinical decisions, enhance 
documentation, and estimate survival probabilities. Given Bayesian 
network model’s simplicity and interpretability compared to other ML 
methods, the Bayesian network is becoming increasingly popular in 
healthcare and may be readily integrated into the practice of healthcare.

In summary, breast cancer remains a critical global health concern, 
affecting millions of people annually. This study has described the use 
of an ML approach for breast cancer survival prediction, highlighting 
various risk factors critical in survival prediction, using a Bayesian 

model. The Bayesian model outperformed the other ML models for 
discriminative ability, revealing the potential of the Bayesian method 
to be used as an effective approach to build prognostic prediction 
models in the context of survival analysis. Our future work will focus 
on additional predictors of the model using more complete data. 
Incorporating demographic data as well as routine laboratory tests 
improved the model’s ability to predict survival outcomes, resulting in 
better clinical decision-making for breast cancer treatment.
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